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Email is an important method for all communications that is fast, cheap, accessible and easily replicated. But spam emails that is referred to as junk email or simply SPAM, is unsolicited messages sent in bulk by email can cause huge problem for individuals. To stop it we need a spam filtering method. Naive Bayes classifier is a very effective method to detect such spam emails.

Introduction

Email has become very popular after its invention. Because of too much of spam email it is causing a lot of fraudulent activities. So, many techniques have been proposed to check and filter not only the spam emails but also other texts such messages and comments in twitter and Facebook. In these purpose naïve bayes classification is a very effective algorithm to filter out the spam emails.
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From statistics we have found that around 306 billion emails have been sent and receive in 2020. Total user of email is now about 4 billion and it will be 4.6 million in 2025. But it is also causing a problem.

Project Plan

For this NLP application problem we will use Multinomial Naive Bayes which can easily detect any spam. A standard dataset that acts as a model recipient mailbox with both the collections of 5695 ham and spam email messages. In this experiment we will use Kaggle dataset which contains about 4327 ham mails and 1368 spam mails in total as a

sample to process. Implementation of this work can done using tools such as Python 3.8, PyCharm professional, Windows 10 and 8 GB RAM for smooth working purpose on the big data set. We will use Count Vectorizer for the feature extraction. We can also use BERT to this for better outcome. We have to use 10-fold cross validation to measure the performances. 20 percentage of data will use for testing then our multinomial naive bayes will perform and it will show ham and spam detection accuracy a great percentage. Then we can find MNB takes the lowest time for training. And our application can developed like this.

Potential Challenges

We can face challenges with huge type of data. Multinomial naive bayes work better when we will use small percentage of data for leaning. Otherwise we may not get our expected accuracy for spam checking. Plus we have to process this data values to numeric format and have to check this dataset is there any duplicate values, if their then we have to drop duplicate data’s.
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Conclusion

The multinomial naive bayes (MNB) is an email spam classifier which can capable of classifying with an average of 99.5% accuracy. Moreover, it requires a lesser amount of data for training and to give its standard performance with a very low training time of 1.049 seconds. MNB is a fast and reliable classifier because of its nature of relating.
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